**פרויקט מסכם – גירסה סופית**

בפרויקט זה (ניתן לבצע בקבוצות עד 3 סטודנטים), ננסה ללמוד מאפיינים המבחינים בין אנשים המרוויחים שכר שנתי גבוה (מעל כ 180 אלף ש"ח לשנה) לשכר נמוך (מתחת לאותו הסכום). סגנון הפרויקט יזכיר לכם את התרגילים וגם את התרגולים שביצענו בכיתה, אך כאן ההיקף קצת רחב יותר וגם הפעם תצטרכו במקרים רבים לשלב חלקי קוד/פקודות מתוך עבודות קודמות – כמו בתרגילים או ממקורות שתופנו אליהם. נשמע כיף....😊

מוכנים??? קדימה!!!!

1. אוקי... בדיוק כמו בתרגילים שניתנו במהלך הסמסטר, עליכם לפתוח את סביבת Jupyter (למי ששכח יש הנחיות בתרגילים הקודמים) וליצור קובץ מחברת. שם הקובץ יהא על שם מספרי ת.ז של מגישי הפרויקט. זה גם הקובץ שתגישו בתיבת ההגשה לכשתסיימו את הפרויקט.
2. נתונים ... נתונים... – את הנתונים של הפרויקט תוכלו להוריד מהמודל – תחת **קובץ נתונים עבור הפרויקט**. העתיקו את קובץ ה csv תחת אותה ספריה יחד עם המחברת שלכם
3. בנוסף, נצטרך קוד של ספריית עזר שתשמש אותנו לבניית גרפים, תוכלו להוריד מהמודל תחת **ספריית גרפים עבור הפרויקט**. העתיקו את קבצי הספריה תחת אותה ספריה יחד עם המחברת שלכם.
4. זהו.. יש לנו את כל הקבצים הנדרשים, אפשר להתחיל במלאכת הניתוח. כמו בכל ניתוח שביצענו עד כה, מתחילים במקבץ של ייבוא ספריות. שימו לב – הפעם במקום להעתיק ישירות קוד מתוך מסמך ההנחיות (מסמך זה) עליכם למצוא את הגדרות הייבוא של הספריות שאבקש לבד – הן כולן נמצאות בתרגילים שקיבלתם. נא לייבא את הספריות הבאותL
   1. ספריית numpy לחישובים נומריים. נא לקרוא למשתנה המייצג את הספרייה בשם np
   2. ספריית pandas לביצוע פעולות טבלאיות. נא לקרוא למשתנה המייצג את הספריה בשם pd
   3. ספריית time באמצעות הפקודה הבאה:

**from time import time**

* 1. ספריית הגרפים באמצעות הפקודה הבאה:

**import visuals as vs**

* 1. הוסיפו פקודה המורה לספריה matplotlib להציג את הגרפים בתוך המחברת (תזכורת... כמעט בכל השיעורים עשינו את זה וגם בתרגילים...)

1. יופי, עכשיו צריכים לקרוא את קובץ הנתונים (.csv) שלנו. בצעו זאת באמצעות הפקודה read\_csv של pandas –אל משתנה (Data Frame) בשם **data**
2. הדפיסו את **3** השורות הראשונות של הקובץ אל המחברת
3. הסבר על השדות של הקובץ תוכלו לקבל כאן: <https://archive.ics.uci.edu/ml/machine-learning-databases/adult/adult.names>
4. כתבו במחברת הסבר משלכם בעברית לגבי המשמעות של כל שדה.
5. חשבו באמצעות פקודה את מספר הרשומות (השורות) בנתונים שלנו.
6. בכיתה למדנו על הפקודה describe על מנת להציג מדדים סטטיטיים על נתונים נומריים. השתמשו בפקודה וכתבו במחברת:
   1. מהו החציון של גיל האנשים בנתונים שלנו?
   2. מהו האחוזון ה 75 של מספר שנות הלימוד (education-num)
   3. האם השדה capital-gain מתפלג התפלגות נורמאלית? על פי מה קבעתם?
   4. האם השדה hours-per-week מתפלג הפלגות נורמאלית? על פי מה קבעתם?
7. בצע היסטוגרמה (כפי שלמדת בתרגיל) של השדה age בלבד. ההיסטוגרמה תכיל 70 תאים.
8. חשב מהו **אחוז** **האנשים** אשר מרוויחים מעל 50 אלף דולרים. ניתן לבצע זאת על ידי חלוקת מספר האנשים המרווחים מעל 50 אלף דולרים במספר השורות שבטבלה. כנוסחת עזר, על מנת לחשב את מספר האנשים המרווחים מעל 50 אלף דולרים תוכל לבצע באמצעות הפקודה:

**(data['income'] == '>50K').sum()**

1. חשב את מספר האנשים הגרושים. בעיקרון יכלנו למצוא את מספר השורות שבהן הערך של השדה marital-status יהיה Divorced אך שימו לב ש Divorced עשוי להכיל גם תווי רווח – ואז ההשוואה תיכשל. נסו בעצמכם:

**(data['marital-status'] == 'Divorced').sum()**

כיוון שזה לא עבד, בואו נראה לדוגמא שורה שבה רואים בבירור שהסטאטוס Divorced עשוי להכיל רווחים. למשל נציג את השורה השלישית:

**data['marital-status'][2]**

שימו לב לרווחים שם. כיוון שלא נרצה להמר על מספר הרווחים, פשוט נבקש את השורות אשר שדה הסטאטוס **מכיל** את המחרוזת "Divorced" במקום ממש להשוות. דוגמא לאיך לבקש שורות בתוך data frame המכילות ערך ספציפי בשדה מסוים תוכלו לראות כאן למשל:

<https://stackoverflow.com/questions/32616261/filtering-pandas-dataframe-rows-by-contains-str>

ברגע שתקבלו את השורות המתאימות ב dataframe, את מספר השורות תוכלו לקבל באמצעות הפונציה len. הראו באמצעות החישוב את מספר השורות המכילות את המחרוזת Divorced בשדה marital-status. *(אם ביצעתם זאת נכון, סכום הספרות של המספר שתקבלו אמור לצאת 24...)*

1. הציגו מפת חום של האחוזונים של השדות בטבלה עבור השורות עם האינדקסים הבאים: **206,8123,33112,45120,10000**. .
2. כתוצאה ממפת החום שהצגתם, כתבו במחברת:
   1. במה שורות 8123, 33112 דומים מבחינת האחוזונים?
   2. אותו הדבר לשורות 206, 45120
3. על מנת שנוכל לבצע חישובים עתידיים על נגזרות של הטבלה, ניצור טבלה המכילה רק את עמודת ה income (שאותה נרצה לחזור בהמשך) וטבלה המכילה את כל העמודות מלבד העמודה income. לטבלה המכילה רק את income נקרא בשם המשתנה income\_raw. לטבלה המכילה את יתר השדות נקרא בשם features\_raw.
4. כעת נסתכל על נתונים הרווח וההפסד ההוני (capital-gain, capital-loss) של האנשים בטבלה שלנו. למי שצריך הסבר על משמעות המושגים – ניתן למשל לקבל כאן <https://economictimes.indiatimes.com/definition/capital-gainloss> . ראשית – במחברת - הציגו היסטוגרמה של Capital Gain ושל Capital Loss
5. שימו לב עד כמה הנתונים של Capital Gain ושל Capital Loss מתפלגים עם Skew חזק. נשתמש במה שלמדנו על טרנסופרציות Box Cox – ונפעיל פונקציית Log על מנת לנרמל את הנתונים במידת האפשר. נתחיל בכך שנייצר רשימה של השדות שאנחנו מעוניינים לנרמל:

skewed = ['capital-gain', 'capital-loss']

כעת נייצר DataFrame עם עותק מהנתונים של המשתנה שיצרנו קודם - features\_raw באמצעות הפקודה:

features\_log\_transformed = pd.DataFrame(features\_raw)

כעת נבצע טרנספורמציית Log לשדות שביקשנו:

features\_log\_transformed[skewed] = features\_raw[skewed].apply(lambda x: np.log(x + 1))

עכשיו, השתמשו ב features\_log\_transformed על מנת להציג היסטוגרמה של Capital Gain ושל Capital Loss לאחר הנירמול. שימו לב כי בצד שמאל של ההיסטוגרמה יש ערך שמשתלט על הגובה , לכן על מנת להציג את אותו הגרף עם מגבלה בציר ה y אפשר למשל לכתוב כך לאחר פקודת התצוגה להיסטוגרמה:

plt.ylim(ymax=2000)

זה יגביל את ציר ה y לערך 2000.

אמנם התיקון שביצענו לא היה מושלם מבחינת הנירמול, אך כעת הנתונים מאפשרים ניתוח יותר מעמיק מהמצב הקודם.

1. אם נציץ רגע בתוצאת ה describe שביצענו בשלבים הקודמים, ניתן לראות שלכל פרמטר נומרי יש טווח ערכים שונה. למשל Capital-Loss מגיע עד לערך 99999 ואילו Capital-gain מגיע רק עד 4356. ההבדלים בטווח הערכים עלולים להשפיע על השיטות/אלגוריתמים שנשתמש בהם בהמשך.על מנת למזער את השפעת השוני בטווחי הערכים, נרצה שכל הערכים הנומריים ינורמלו בין 0 ל 1 (נקרא גם "סקיילינגScaling/ וגם טרנספורמציית minmax"– כך שלא תהיה לכל אחד מהם השפעה ניכרת באופן יחסי על השיטות המתמטיות השונות שנפעיל בהמשך. נתחיל ב 2 ספריות שצריך לייבא:

ספריה עבור הנירמול (מתבצע אוטומאטית בין 0 ל 1):

from sklearn.preprocessing import MinMaxScaler

וכן ספריה עבור תצוגת תוצאות (כפי שהצגנו כבר בתרגילים קודמים):

from IPython.display import clear\_output, Image, display

השלב הבא הוא להגדיר משתנה עבור מנגנון הסקיילינג בין 0 ל 1:

scaler = MinMaxScaler()

ולייצר טבלה (data frame) חדשה עבור הנתונים שעברו סקיילינג בשם features\_log\_minmax\_transform כך:

features\_log\_minmax\_transform = pd.DataFrame(data = features\_log\_transformed)

כעת נרצה לבצע את הסקיילינג, ראשית נגדיר מי הם השדות הרלוונטיים (עמודות נומריות):

numerical = ['age', 'education-num', 'capital-gain', 'capital-loss', 'hours-per-week']

ונבצע את הסקיילינג עצמו על ערכי העמודות הנומריות:

features\_log\_minmax\_transform[numerical] = scaler.fit\_transform(features\_log\_transformed[numerical])

לסיום, הציגו את 7 השורות הראשונות של הנתונים שעברו סקיילינג (*אשר נמצאים ב features\_log\_minmax\_transform*)

1. כפי שהצהרנו בהתחלה, המטרה שלנו היא ללמוד (באמצעות אלגוריתם קלאסיפיקציה) מה מאפיין את מי שמרוויח הרבה לעומת מי שמרוויח מעט, או אם לנסח את זה אחרת – לחזות אם אדם מסויים מרוויח מעל או מתחת ל 50 אלף דולרים בהינתן הידע על יתר השדות. הבעיה היא שבעוד שאלגוריתמי הלמידה של הספריה שלנו – Scikit Learn יודעים להתמודד היטב עם נתונים נומריים (ערכים מספריים) – הם לא מתמודדים עם ערכים דיסקרטיים/בדידים/מחרוזות/שמות. על מנת לאפשר לשיטות שלמדנו לעבוד גם על נתונים שאינם נומריים, נצטרך להמיר אותם לנומריים. אחת הטכניקות לבצע זאת נקראת one-hot-encoding – והרעיון מאוד פשוט – נניך ששדה (עמודה בטבלה) מסוים יכול להכיל 3 ערכים שונים:לצורך הדוגמא: משולש, עיגול וריבוע. אז נקודד את הערכים האלה באמצעות 3 עמודות חדשות המייצגות כל ערך בהתאמה כך:

![](data:image/png;base64,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)

למזלנו, ב pandas יש פונקציה מוכנה שיודעת לבצע זאת על השדות הלא נומריים באופן אוטומאטי. היא נקראת get\_dummies, ומשתמשים בה כך:

הטבלה החדשה = pd.get\_dummies(הטבלה שעליה רוצים לבצע)

בצעו זאת על הטבלה שקיבלנו מהשלב האחרון של טרנספורמציית minmax. לטבלה החדשה קראו בשם features\_final

1. במחברת – הדפיסו את מספר העמודות שקיבלנו לאחר המרת one-hot-encoding
2. הדפיסו את שמות כל העמודות לאחר המרת one-hot-encoding
3. כעת נבצע גם המרה לשדה שרצינו לחזות (income\_raw). שם אין צורך להשתמש בכלי כבד כמו one-hot-encoding כי השדה הזה מכיל רק 2 ערכים, אז פשוט נמיר את הערך של מי שמרוויח הרבה (>50K) לערך 1 ואת הערך של מי שמרוויח מעט נמיר ל 0. נבצע זאת כך:

income = income\_raw.apply(lambda x: 1 if x == '>50K' else 0)

1. כעת, פנינו לכיוון הפעלת אלגוריתם הקלאסיפיקציה... אך רגע לפני... זיכרו שכל אלגוריתם מפעילים בד"כ על חלק אחד (רוב) של הנתונים ונותנים לו ללמוד מודל (נקרא גם training set) ולאחר מכן כדי לבחון עד כמה האלגוריתם טוב, בודקים אותו על החלק השני – מה שנותר מהנתונים (נקרא גם test set). בצעו חלוקה של שדות התכונות (מתוך features\_final) ושל שדה המטרה/פרדיקציה (income) על פי משקל של 80 אחוז לטובת ה training set באמצעות הפקודה train\_test\_split אל משתנים נפרדים כפי שלמדנו בשמות : X\_train, X\_test, y\_train, y\_test.
2. הדפיסו במחברת את מספר השורות של ה training set ושל ה test set – וודאו שהם מתחברים יחד למספר השורות בטבלה המקורית (שחישבתם כבר בשלב מוקדם יותר)
3. כעת נרצה לבצע את הפרדיקציה עצמה. הפעם, במקום להריץ שיטה אחת – נבחן מספר שיטות ונשווה את הביצועים שלהן. ראשית, נגדיר ספריות שמטרתן לבחון את ביצועי האלגוריתמים השונים:

from sklearn.metrics import fbeta\_score, accuracy\_score

תוכלו לקבל אינפורמציה לגבי המשמעות של accuracy ושל Fbeta score בלינק הבא:

<https://en.wikipedia.org/wiki/F1_score>

כעת, נגדיר פונקציה שמטרתה להריץ אלגוריתם ספציפי על מדגם בגודל מסוים מתוך הנתונים.

נתחיל בהגדרת תבנית הפונקציה:

def train\_predict(learner, sample\_size, X\_train, y\_train, X\_test, y\_test):

שימו לב שקוד הפונקציה נמצא תחת Tab אחד ימינה מההגדרה שלה (זה יקרה אוטומאטית אם פשוט תלחצו על מקש ה enter לאחר שורת ההגדרה).

בקוד הפונקציה נבצע את הפעולות הבאות:

* 1. הפונקציה צריכה להחזיר את תוצאות הביצועים של האלגוריתם הספציפי למבנה בשם results. ראשית נאתחל אותו להיות ריק כך:

results = {}

* 1. לאלגוריתמי למידה מסוג קלאסיפיקציה ישנם 2 שלבים כזכור מהשיעורים: אחד נקרא fit שבו אנו לומדים מודל למידה מנתונים ה training set והשני נקרא predict שבו אנו בודקים את הדיוק של המודל שלמדנו על ה test set. מכיוון שבעבודה הזאת כמות הנתונים גדולה, זמן ריצת האלגוריתם בשלביו השונים (fit, predict) עשוי להיות חלק מהשיקולים שלנו בבחירת האלגוריתם המתאים. לכן נרצה למדוד את זמני הריצה של fit ו predict. נתחיל ב fit כמובן – נאתחל משתנה בשם start שיזכור עבורנו את שעת התחלת ריצת האלגוריתם כך:

start = time()

כעת נריץ את שלב ה fit עבור לימוד המודל מנתוני ה training set כך:

learner = learner.fit(X\_train[:sample\_size], y\_train[:sample\_size])

שימו לב שבמקום לתת את כל הנתונים, אנו בוחרים מתוך ה training רק כמות מסויימת של שורות הנקראת sample\_size – שזה גם פרמטר שהעברנו לפונקציה שלנו. זאת על מנת שנוכל בהמשך לקרוא לאותה הפונקציה בכל פעם עם sample בגודל אחר (המשך יבוא... 😊). נחזור לעניינינו... אחרי שהרצנו את שלב ה fit נרצה למדוד כמה זמן זה לקח, אז ניקח גם את השעה של אחרי זמן הריצה כך:

end = time()

כל מה שנותר זה לחשב את הפרש הזמן בין start לבין end ולשמור בתוצאות את זמן הריצה, כך:

results['train\_time'] = end – start

* 1. כעת נבצע את מדידת הזמן גם לשלב ה predict. אנו נבצע את הפרדיקציה פעמיים, פעם אחת על הנתונים של ה test set (X\_test) ופעם שניה על 300 השורות הראשונות מתוך ה training set.

ראשית עלינו להפעיל את השעון להתחלת המדידה, כפי שביצענו לפני הקריאה של fit:

start = השם את הקוד הנדרש

נתחיל ב test set:

predictions\_test = learner.predict(X\_test)

ואז שוב נפעיל את predict על ה 300 שורות הראשונות של ה training set:

predictions\_train = **השלם את הקוד שחסר**

ושוב נעדכן את השעון לציון סיום הפעולה:

end = השלם את הקוד הנדרש

ונשמור את הפרש הזמנים למשתנה בתוצאות :

results['pred\_time'] = השלם את הקוד הנדרש

* 1. נרצה לשמור בתוצאות גם את הביצועים/מדדי הדיוק (accuracy, fbeta) של האלגוריתמים:

נתחיל במדד ה accuracy עבור ה training set שנעשה ב 300 השורות הראשונות על ידי השוואת שדה החיזוי של ה training set (y\_train) עם תוצאת הפרדיקציה של ה train:

results['acc\_train'] = accuracy\_score(y\_train[:300], predictions\_train)

נמשיך עם ה accuracy של ה test set , על ידי השוואת שדה החיזוי של ה test set עם תוצאות הפרדיקציה של ה test:

results['acc\_test'] = השלם את הקוד

* 1. כעת נבצע את שמירת הביצועים על פי שיטת FBetaScore עבור ה train וה test:

results['f\_train'] = fbeta\_score(y\_train[:300], predictions\_train, beta = 0.5)

results['f\_test'] = fbeta\_score(y\_test, predictions\_test, beta = 0.5)

* 1. לקראת סיום הפונקציה, נרצה להדפיס את תוצאות הריצה של האלגוריתם שנקרא עבור הפונקציה במקרה הספציפי כך:

print("{} trained on {} samples.".format(learner.\_\_class\_\_.\_\_name\_\_, sample\_size))

* 1. ולסיום הפונקציה צריכה להחזיר את התוצאות:

return results

1. הגענו לשלב המעניין... נרצה להריץ 3 אלגוריתמים שונים על הנתונים שלנו. האלגוריתמים הם:
   1. AdaBoostClassifier
   2. GradientBoostingClassifier
   3. SGDClassifier

בנוסף, עבור כל אחד מהאלגוריתמים, נריץ אותו למעשה 3 פעמים – עבור גדלים שונים של דגימות/sample (כזכור הפונקציה שבנינו יותר לקבל את גודל המדגם כפרמטר).

נתחיל בהצהרה על ספריות האלגוריתמים שבחרנו:

from sklearn.ensemble import AdaBoostClassifier, GradientBoostingClassifier

from sklearn.linear\_model import SGDClassifier

נאתחל את המודלים של האלגוריתמים שבחרנו:

clf\_A = AdaBoostClassifier(random\_state=0)

clf\_B = GradientBoostingClassifier(random\_state=0)

clf\_C = SGDClassifier(random\_state=0)

נקבע את הגודל של 3 הסוגים של המדגמים:

* אחד של 100 אחוז (ללא דגימה למעשה...)
* אחד של 10 אחוז מהנתונים
* אחד של אחוז אחד מהנתונים

נבצע זאת כך:

samples\_100 = int(len(y\_train))

samples\_10 = int(len(y\_train) \* 0.1)

samples\_1 = השלם את החסר

כעת נאתחל את התוצאות במשתנה מקומי, טרם הרצת האלגוריתמים:

results = {}

ואז עבור על אחד מהאלגוריתמים, נרוץ על 3 האפשרויות של המדגמים ונריץ את הפונקציה שבנינו שתאסוף עבורנו את תוצאות הריצה של האלגוריתמים השונים:

for clf in [clf\_A, clf\_B, clf\_C]:

clf\_name = clf.\_\_class\_\_.\_\_name\_\_

results[clf\_name] = {}

for i, samples in enumerate([samples\_1, samples\_10, samples\_100]):

results[clf\_name][i] = train\_predict(clf, samples, X\_train, y\_train, X\_test, y\_test)

לבסוף, נשתמש בספריה שצרפנו על מנת להציג את הגרפים המייצגים את תוצאות הניסויים שערכנו:

vs.evaluate(results)

1. בגרפים שקיבלנו: (ענו במחברת)
   1. באיזה מהאלגוריתמים שהרצנו תשתמשו על מנת לקבל תוצאות בזמן המהיר ביותר?
   2. אם **זמן** **לא היה** שיקול בבחירת האלגוריתמים, באיזה מבין 3 האלגוריתמים תבחרו ומדוע?
2. כעת נרצה לבחון אם רמת הדמיון בין אשכולות (קלאסטרים) שונים של אנשים מתוך הנתונים שלנו. בצעו Clustering באמצעות אלגוריתם GMM עם מספר קומפוננטות בין 2 ל 7 ומצאו מהו מספר הקופוננטות המספק את ה cluster-ים עם ה silhouette הגבוה ביותר. הנתונים עבור תהליך ה clustering יילקחו מתוך features\_final, 10000 שורות ראשונות.
3. בצעו את הקלאסטרינג גם עבור אלגוריתם KMeans עם K בין 2 ל 7.

**בהצלחה!!!**